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Plan

 Facts on Grid execution environments
 Choice on who is in control
 A better compromise is possible

 New trends
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Facts

 Grid execution environments:
 Machines that run the jobs

• Run a Worker Node (WN)
• Under a Computing Element (CE)
• Run monitoring agents
• Run software from a Virtual Organization (VO)
• Run the job
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Facts
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Facts
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Facts

 Worker nodes behind the CE

 Two-steps job scheduling, push model

 Resource control by node manager
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Choices
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 Batch system choice by node manager
 Various batch system flavours and functionnalities 

(LSF, PBS, SGE, Condor)
 Grid-global scheduling (Condor-G) intersects the 

functionnalities
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Choices
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 Allocation policies by node manager
 Various local resource allocation policies
 No consistent Grid-global end-resource allocation 

strategy
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Choices
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 Configuration by node manager
 Node manager does user software maintenance 

work
 User has no guarantee that configuration is 

appropriate (Black holes)
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Choices
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 Interventions by node manager
 Service disruption for site maintenance (security, 

upgrades)
 Or poor site maintenance efficiency
 Node manager intervenes on user problems
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Choices

 No resource delegation to Grid user
 “This is production Grid
 Service quality is not a problem
 Sysadmins are dedicated to us
 Security is a problem”

 Provide resource without resource control?
 Unbalanced solution to a compromise

 Note: a look elsewhere
 On PlanetLab, same compromise, different 

solution: the user gets full control
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Improve compromise
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Improve compromise
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Improve compromise
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Trends

 Cronus: users care about control
 Atlas resource allocation system on long-reserved 

nodes
 Constantly around 2500 nodes on EGEE, OSG, 

NorduGrid
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To be continued …

 Thank you for your attention
 Questions?


